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Abstract: Optical character recognition (OCR) is the process of extracting handwritten or printed
text from a scanned or printed image and converting it to a machine-readable form for further data
processing, such as searching or editing. Automatic text extraction using OCR helps to digitize
documents for improved productivity and accessibility and for preservation of historical documents.
This paper provides a survey of the current state-of-the-art applications, techniques, and challenges
in Arabic OCR. We present the existing methods for each step of the complete OCR process to identify
the best-performing approach for improved results. This paper follows the keyword-search method
for reviewing the articles related to Arabic OCR, including the backward and forward citations of the
article. In addition to state-of-art techniques, this paper identifies research gaps and presents future
directions for Arabic OCR.

Keywords: optical character recognition; Arabic OCR; preprocessing; segmentation; classifica-
tion; postprocessing

1. Introduction

Optical character recognition (OCR) enables the recognition of text characters from
digital images, scanned documents, and video streams. OCR software analyses the image
of text and converts it into machine-encoded text, which can then be edited, searched, and
indexed. OCR can be used for a wide range of applications, including document scanning,
automated indexing, and form processing. Further, OCR software can be integrated into
various systems, such as document management systems, workflow systems, and mobile
apps. There are some challenges to OCR systems, such as the writing style, text size,
and quality of the document (handwritten, printed, or scanned), which cause challenges
while implementing OCR [1], and a big challenge also comes while implementing OCR in
hardware systems, which helps in many regards, such as a ‘Quran Read Pen’ that helps
blind and illiterate people to read Quran [2].

1.1. Types of OCR

There are different types of OCR systems depending on the language and writing
mode of the images. For example, the documents can be handwritten, printed, or scanned,
and can contain one or more languages. Therefore, OCR systems can be categorized as
unilingual or multilingual based on language. A unilingual OCR system can recognize only
one language, and the Arabic OCR model is an example of a unilingual OCR system. On
the other hand, some OCR systems perform recognition and extraction tasks for multiple
languages; these are called multilingual OCR systems.

OCR systems can be categorized into offline and online OCR systems, as shown in
Figure 1. An offline OCR system is a type of OCR system where the input documents are
presented in scanned, printed, and handwritten formats [3]. These OCR systems provide
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online services that can be used for various purposes such as mail sorting, bank cheque
reading, signature verification, utility bill processing, and insurance applications. Digital
pens help blind or illiterate people by reading text in audio form. Many online recognition
systems are implemented in different fields such as number-plate recognition [4]. Similarly,
an online OCR system is capable of receiving and processing real-time input images. For
offline recognition, multiple models are used with different datasets for different algorithms
to get better recognition accuracy [5].

Pattern 
Recognition

Character 
Recognition

Offline 
Recognition

Handwritten Printed

Online 
Recognition

Writer 
Independent

Writer 
Dependent

Figure 1. Types of OCR systems in Arabic and their modes of processing.

1.2. Language vs. Script

As we work on the Arabic OCR system, getting basic information about Arabic is
essential. For this purpose, the concepts of language, script, and writing styles are crucial.
Thus, language refers to the communication system humans use, which includes the
grammar, vocabulary, and pronunciation used to convey meaning. On the other hand,
the script refers to the written representation of a language, such as an alphabet or letters
used to write words and sentences. A language can be written in multiple scripts and can
use a script to write various languages. For example, the English letters are written in
Latin script, while the Arabic language can be written in Arabic. In Arabic, the most-used
styles are Naskh and Nastaleeq. Script similarities can be used to compensate for lack of
availability of large amounts of training data for deep-learning-based OCR models [6].

In [5], the authors explain the basics of the Arabic language, i.e., Arabic is written from
right to left and from top to bottom. It has 28 letters, which include three vowels, i.e.,
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1.3. Challenges 74
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Bafjaish et al. [7] have also discussed some challenges of the Arabic OCR system. 90
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OCR systems are used now in many fields to make the workflow fast and accurate, so 100
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. These letters change their shapes according to their usage in different words. Upper
and lower case annotation does not exist. A total of 15 letters out of 28 have a point or dot
above or under the letter. Arabic letters are connected from the right or left sides or both
sides. However, six letters cannot be connected to their successors in a word; those letters
are
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1.3. Challenges

Some challenges are faced while designing an OCR system for the Arabic language.
Arabic script uses diacritics and ligatures to indicate short vowels and certain consonant
combinations, and OCR systems need to recognize and process these diacritics and liga-
tures correctly. The Arabic language has several types of two- and three-letter consonant
combinations, i.e., shadda, sukoon, and tashkeel. An OCR system needs to recognize
around 70 to 80 symbols in total for the Arabic language, including basic letters, diacritic
marks, and other symbols used in the Arabic script. The Arabic script has 28 basic letters
and several complex characters formed by joining multiple basic letters, and OCR systems
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need to recognize and separate these complex characters. Arabic handwriting can vary
greatly, making it more difficult for OCR systems to recognize the characters correctly.
Arabic OCR datasets are usually smaller than those of other languages, leading to difficulty
with training and fine-tuning the model. The images for OCR can be in multiple forms, i.e.,
computer-rendered images, scanned images, photographed images, and handwritten scans.
These image types have challenges regarding the recognition rate for the OCR process.

Bafjaish et al. [7] also discussed some challenges of the Arabic OCR system. Dots
come in Arabic in different places, sometimes above or below the baseline. These dots
have much importance in the Arabic language; if you miss any dot somehow or during
skew detection/correction, it will change the meaning of the letter or word, reducing the
accuracy of the OCR model. Many of the scripts have a non-cursive style, meaning the
letters present in a word have some gaps, making them easy to recognize, reducing the
challenge, and making the task easy. However, the Arabic language has a cursive style ,
and the connectivity of letters makes text recognition more complicated. As Arabic letters
are compounded to form a word, every font style shows a different level of ligature in
words.

1.4. Applications

OCR systems are used now in many fields to make the workflow fast and accurate,
so for this kind of digitization, OCR is used. In [8], the authors present a survey of the
application of OCR and perform experiments for some applications. The OCR applications
discussed are as follows:

• Invoice Imaging: Used in many businesses to track business records.
• Legal Industry: To digitize documents and enter the data directly into the databases,

OCR is used.
• Banking: OCR is also widely used in banking services. For example, to process check

payments, cheques are scanned and transferred in seconds.
• Healthcare: In healthcare, many forms, reports, and insurance applications are pro-

cessed into databases and for other purposes; OCR helps to transfer all kinds of patient
data.

• Captcha: Captcha is used to secure systems. A few letters, numbers, or both are used
in a captcha, and the image is distorted. Humans can easily read this captcha, but not
an average computer program.

• Automatic Number Recognition: It is used for surveillance systems to track vehicles’
records by getting their number plates. OCR is also used to recognize the characters
and numbers from the number plates.

• Handwriting Recognition: in this application of OCR, the text is extracted from
handwritten documents and photographs. For this purpose, the model learns and
identifies fonts and languages for better results.

• Scanned Receipts: some challenges comes while scanning receipts for extracting
information from them, i.e., variations in receipt layout, noise, and distortion [9].

1.5. Brief OCR Process

Arabic OCR systems involve several complex steps, and Figure 2 shows the brief
overflow of specific OCR steps to be followed. The image is first preprocessed to improve
its quality and make recognization easier, which includes operations such as skew correc-
tion, noise reduction, and contrast enhancement. The text area is then broken down into
individual segments of characters or words. The segmented characters are then recognized,
and the best match is selected using a database of known characters. The recognized text
then undergoes further processing to correct errors and improve accuracy. The final result is
a machine-readable text document that software applications can edit, search, and analyze.
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Preprocessing Segmentation Recognition PostprocessingImage Text

Figure 2. Brief overview of OCR process.

1.6. Goals and Outlines

This paper aims to provide an overview of the current state-of-the-art in Arabic OCR
technology. It presents the main challenges and limitations of existing Arabic OCR systems.
We highlight the main research trends and future directions for Arabic OCR development.
We conclude by identifying the main research gaps and areas that need further study.

The rest of the paper is organized as follows: In Section 2, we review the datasets
available to evaluate the Arabic OCR. In Section 3, we summarize the existing literature
for each step of Arabic OCR, highlighting the main research trends and advances in the
field. We conclude by summarizing the survey’s main findings and highlighting the main
research gaps and areas that need further study.

2. Datasets

The dataset is an important part of any OCR system to validate the results of OCR. It is
especially challenging for the Arabic language because of the cursive nature of the Arabic
language, diacritics, different writing styles in which each word’s overall shape changes,
text sizes, and other reasons. The collection of the Arabic dataset is also very limited due
to the low-resource nature of the Arabic language. Previously, refs. [10,11] shared some
commonly used datasets, as shown in Table 1. They presented the shared datasets for
Arabic, Urdu, and Persian, both publicly available and otherwise.

2.1. Handwritten Text

Urdu and Arabic have many similarities. Writing styles are identical, and both have
cursive nature as well; both start from right to left, and Urdu has about 39 to 40 letters;
Arabic is similar to Urdu but has fewer characters. Urdu borrows a large vocabulary from
Arabic (almost 30%). Most Urdu speakers can read Quran because of Urdu and Arabic
similarities. Thus, their datasets and trained models are commonly used as well.

Table 1. Available datasets with their stats, dataset type, and mode of availability.

Dataset Type of Content Availability Size of Dataset

ACTIV2 [12] Embedded words Public 10,415 text images
QTID [13] Synthetic words Private 309,720 words and 249,428 characters
IFN/ENIT [14] Handwritten words Public 115,000 words and 212,000 characters
AHDB [15] Handwritten words and digits Private 30,000 words
APTI [16] Printed words Public 113,284 words and 648,280 characters
HACDB [17] Handwritten characters Public 6600 characters and 50 writers
UPTI [18] Printed text lines Public 10,000 text lines
Digital Jawi [19] Jawi paleography images Public 168 words and 1524 characters
KHATT [20] Handwritten text lines Public 9327 lines, 165,890 words and 589,924 characters
ALIF [21] Embedded text lines Upon request 1804 words and 89,819 characters
ACTIV [22] Embedded text lines Public 4824 lines and 21,520 words
SmartATID [23] Printed and handwritten pages Public 9088 pages
Degraded historical [24] Handwritten documents Public 10 handwritten images and 10 printed images
Printed PAW [25] Printed subwords Upon request 415,280 unique words and 550,000 sub words
Checks [26] Handwritten subwords and digits Private 29,498 subwords and 15,148 digits
Numeral [27] Handwritten digits Public 21,120 digits and 44 writers
Forms [28] Handwritten characters Private 15,800 characters and 500 writers
KAFD [29] Printed pages and lines Public 28,767 pages and 644,006 lines
AHDBIFTR [30] Handwritten images Public 497 word images and 5 writers
ARABASE [31] Handwritten text Public 47,000 words and 500 free Arabic sentences
CEDAR [32] Handwritten pages Private 20,000 words, 10 writers, and 100 documents
CENPARMI [26] Handwritten subwords and digits Public 6000 digit images
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Shafi and Zia [33] surveyed automatic Urdu text recognition techniques and described
the algorithms, techniques, datasets, challenges, and future directions for Urdu OCR.
Additionally, [34] reviewed the availability of datasets and suggested more training data to
address the unique challenges of OCR systems.

Due to their similarities, both languages have some datasets available. The authors
of [35] presented a dataset of handwritten Urdu numerals. In [11], the authors proposed an
Urdu Nastaliq Handwritten Dataset (UNHD), which is written by 500 writers on A4-size
paper and is available on request (https://www.kaggle.com/datasets/drsaadbinahmed/
unhd-dataset, accessed on 28 March 2023). Khosrobeigi et al. [36] also presented a Persian
language dataset; this dataset is collected from different Persian-language new websites,
and the description of the dataset is shown in Table 2; this dataset is split into 80% for
training and 20% for testing purpose.

Table 2. Example Persian dataset collected from different news websites.

Description Stats

Total text lines of dataset 4,000,000
Total words 15,000,000
Unique words 200,000
Text lines per image 70
Total used fonts (with sizes) 11 fonts (sizes:12, 14, and 18)

There are some datasets available that are used for handwritten text recognition
of Urdu, and, as we know, Urdu and Arabic use the same vocabulary and alphabet as
well. Therefore, we can use Urdu datasets as well and achieve good results. For this
purpose, ref. [37] presents some datasets of handwritten Urdu text recognition, which
give outstanding results; the dataset descriptions and their availability are also shown in
Table 3.

Table 3. Sample handwritten Urdu datasets.

UPTI CALAM UNHD

Total writers 250 725 500
Text lines 60,000 3043 10,000
Words 240,000 46,664 187,200
Characters 970,650 101,181 312,000
Availability Private Private Public

Naz et al. [38] summarized the state-of-the-art in OCR research for Urdu-like cursive
scripts, concentrating on Nastaliq and Naskh scripts in the Urdu, Pushto, and Sindhi
languages. The study discusses the quirks of these scripts as well as the text-picture
databases that are readily accessible. Three categories have been established: printed,
handwritten, and internet character recognition. The database is discussed, which includes
60,329 isolated digits, 12,914 strings, 1705 symbols, 14,890 isolated characters, and 318
different patterns of dates.

Alghamdi and Teahan [39] discussed the most commonly used datasets for training
and evaluation of OCR systems for printed Arabic script, including the IFN/ENIT Arabic
handwritten dataset, the “Handwriting Arabic Corpus” (HAC) dataset, and the RIMES
dataset containing a large collection of printed and handwritten documents. The authors
provide an overview of the available datasets and emphasize the importance of high-quality
datasets for improving the accuracy of OCR systems.

Publicly available scanned image datasets are tested by [40], e.g., the WATAN and
APTI datasets with extensive vocabularies. The datasets are split into a training set and
a testing set, where training data contain 282,000 word images and 1,200,000 characters
images while testing 5500 words, and 100,500 characters are used. The trained model

https://www.kaggle.com/datasets/drsaadbinahmed/unhd-dataset
https://www.kaggle.com/datasets/drsaadbinahmed/unhd-dataset
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achieves an overall accuracy of 97.94%. As there are many challenges in Arabic optical
character recognition (AOCR), [41] surveys various approaches and methods to detect and
reduce errors.

In [42], the authors proposed a system synthesizing Arabic handwritten words and
text pages to generate comprehensive databases for training and validating OCR systems.
In the database, vocabulary of the 50,000 most-common Arabic words are used for error
correction.

2.2. Printed Arabic

In Arabic OCR, printed, handwritten, and historical documents are used. To process
printed Arabic documents, [43] presents top-down, bottom-up, and hybrid approaches and
discusses the phases of preprocessing, segmentation, feature extraction, and classification.

An efficient, font-independent word and character segmentation algorithm for printed
Arabic documents is proposed in [44]. Profile projection is used for the font-independent
technique. Interquartile Range (IQR) is used for word segmentation. For character segmen-
tation, two approaches are used, i.e., the holistic approach (segmentation-free approach)
and the analytical approach, which is a segmentation-based approach, and the process
followed for this purpose is shown in Figure 3. For this purpose, ATPI is the dataset used
to make a font-independent OCR system that achieves 97.51% accuracy.

Line or Word 
Image

Baseline 
Detection

Identify all 
potential 

segmentatio
n points

Potential 
point 

filtration

Extracting 
character

Characters

Figure 3. Character segmentation stages in order to recognize characters with maximum accuracy.

In [45], the authors propose a thinning algorithm in the preprocessing stage. A new
chain code representation technique is proposed using an agent-based model for feature
extraction from non-dotted Arabic text images. A character segmentation technique based
on the extracted features is also introduced. A compression-based method is applied to
recognize Arabic text in the classification stage. The system was tested on a public dataset
and produced an accuracy of 77.3%.

The authors of [46] demonstrate the effective use of unsupervised algorithms for writer
attribution of historical scanned documents and forensic document analysis. Some distinct
handwriting styles differ in various ways, including character size, stroke width, loops,
ductus, slant angles, and cursive ligatures. Additionally covered are prior efforts on labeled
data that provide excellent accuracy rates utilizing the Hidden Markov Model (HMM),
Support Vector Machine (SVM), and semi-supervised Recurrent Neural Networks (RNN).

Transformer-based models are a type of deep learning method to deal with sequential
data [47]. Several metrics are used to evaluate the performance of the proposed method;
those metrics are character error rate (CER) and word error rate (WER). Furthermore, results
show that the proposed method improves the recognition rate of historical documents.

The data generated by IoT devices such as the Quran Read Pen, which helps to read
Quran specifically to illiterate or blind people [48], is shared via the Quranic Text Image
Dataset (QTID). It contains 309,720 images of words and 2,494,428 characters taken from
the Quran, which uses the sequence-to-sequence model and CNN and achieves a high
recognition rate. The character recognition rate (CRR) with and without diacritics is about
97.60% and 97.05%, respectively, and the overall recognition rate of this model is 99.48%,
while the CNN model gives the CRR with and without diacritics of about 98.90% and
98.51%, respectively.

Feature extraction and classification techniques are used for character segmentation in
ancient manuscripts for their preservation and information extraction [49].
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2.3. Scanned Documents/Receipts

Information extraction from scanned documents is difficult compared to regular
documents because of the rough layout and low resolution. Preprocessing involves pro-
cessing the scanned document successfully, as information extraction from the scanned
documents/receipts is the key perspective. ICDAR [50] presents a competition wherein
1000 scanned receipts are used to extract information; this competition includes some tasks
such as text recognition, layout analysis, and information extraction.

2.4. Quranic Text

As Quran is a Holy Book, it is recited worldwide, and everyone wants to recite it
correctly without any mistakes. Bashir et al. [51] review the Quranic NLP techniques,
approaches used, tools, and datasets, and recitation via speech-recognition method. The
techniques used in the paper are text preprocessing, text matching, clustering, classifica-
tion, and speech processing. Quranic NLP work includes grammatical NLP analysis and
semantic- and ontology-based technologies using BLSTM. The model took recitation of
different reciters for training purposes, and a feature widely used for speech recognition,
named mel-frequency cepstral coefficients (MFCCs), gives a 99.89% recognition rate for 3 s
of recitation, which is far better than all of the other techniques.

3. OCR Process

The OCR process refers to identifying and converting printed or handwritten text
characters into machine-encoded text. It typically involves several steps, including prepro-
cessing, segmentation, recognition, and postprocessing. During preprocessing, the input
image is cleaned up and enhanced to improve the quality of recognition. Segmentation
involves breaking the image into individual or groups of letters or characters. Feature
extraction is the process of identifying and extracting the relevant features of each character,
such as its shape, size, and orientation. In recognition, the characters are classified by com-
paring them to a set of known characters, and the best match is selected as the recognized
character. Finally, postprocessing of recognized text is performed to remove errors from
text and improve accuracy and overall results of OCR. OCR recognition accuracy can vary
depending on several factors, such as the quality of the input image, the font type and
size, and the language being recognized. The flow of the overall OCR process is shown in
Figure 4. We have provided a high-level description of the various techniques and methods
involved in the OCR process in Table 4.

Preprocessing

Segmentation

Recognition

Postprocessing

Deskew

Binarization

Denoise

Upscale

Dictionary Grammar

Input 
Image

Output 
Text

Line

Word

Character

Feature 
Selection

Figure 4. The flow of the OCR process along with OCR phases and methods involved.
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Table 4. Comparison of techniques applicable in various OCR methods.

Technique Method Brief Description

Preprocessing

Binarization Transforms the input image into a binary format
Keystone Correction Aligns the distortion on the edges of the image
Skew correction Corrects the angle of the rotated text
Denoising Filters-out the extra-noisy pixels from the image
Dilation Restores an eroded image by cleaning it up
Erosion Removes object boundaries and unwanted parts in images
Thinning Reduces thickness of objects by removing boundary pixels
Upscaling Enhances the resolution of the image

Segmentation
Line Image is divided into lines for line-by-line processing
Word Each line is divided into words using spacing methods
Character Image of each word is divided into individual characters

Recognition

Template Matching Matches an input image with predefined characters
Feature Extraction Extracts features and classifies image using learning algorithm
Neural Networks Uses interconnected neurons to predict text from image
Deep Learning Uses neural networks with many layers to learn patterns
Decision Trees Builds tree-like structure with decisions and consequences
SVM Constructs hyperplane separating image into different classes
Naive Bayes Uses Bayes’ theorem to classify an input image
Random Forest Builds multiple decision trees, combining their outputs
CNN Uses deep learning with convolutional layers to classify image
RNN Neural network for processing sequences (characters in OCR)
kNN Classifies image based on k-nearest neighbors’ majority class
HT Detects lines, circles, and edges from image for text extraction
HOG Computes image gradients in histograms and extract features
HMM Models transition probabilities of text for accurate recognition
Profile Projection Extracts character features using projection onto 1D axis

Postprocessing

Spell-check Error correction, text enhancement, and restoration
Contextual Analysis Analyses the surrounding words based on specific context
Confidence Scoring Assigns scores to words—higher score means more accurate
Language Model Uses large corpus of text to guess best word in context

Evaluation
Character Error Rate Percentage of characters incorrectly predicted
Word Error Rate Percentage of words incorrectly predicted
Recognition Rate Percentage of characters/words correctly recognized

3.1. Preprocessing

The formatting issues in images can have a negative impact on the accuracy of OCR
models. Examples of these issues include problems related to image orientation or color
correction. To improve the accuracy of these models during the training phase, image
preprocessing techniques are commonly used. These techniques may involve resizing,
grayscale conversion, skew correction, and/or enhancing the resolution of the image.

3.1.1. Binarization and Thinning

Binarization converts a grayscale or color image into a binary image, representing
each pixel as either black or white. It is an essential preprocessing step that helps to
segment the text from the background and increase the contrast between the characters
and the background. The objective of binarization is to transform the input image into a
binary format that enhances the visibility of the characters and makes them more easily
recognized by the OCR system. Various binarization techniques are used in OCR, including
thresholding, adaptive thresholding, and Otsu’s method.

A method for preprocessing images of historical documents for OCR and search
includes image binarization, skew correction, and line segmentation. The method was
tested on a dataset of historical documents. The results show that it improves the accuracy
of OCR by reducing errors caused by skew and noise and can be effectively applied to
historical documents of various types. The binarization step of the method converts the
image into a black-and-white image to make it easier for OCR software to recognize the
text [52].
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An approach for binarization of non-uniformly illuminated document images to
accurately recognize alphanumerical characters is presented in [53]. The proposed method
combines local and global thresholding methods, i.e., Sauvola and Otsu methods to achieve
robust binarization and improved performance compared to existing binarization methods.
In the Sauvola binarization method, the local threshold is calculated using a Sauvola
algorithm, which takes into account the local mean and standard deviation of the pixel
intensities. In the Otsu binarization method, the global threshold is calculated using an
Otsu algorithm, which maximizes the variance between the two classes of pixel intensities.

Thinning, also known as skeletonization, reduces the thickness of the image by deleting
the boundary pixels while preserving the shape and structure. The goal of thinning is to
obtain the structure of the objects in the image.

Tellache et al. [54] propose and compare different thinning algorithms for improving
the performance of OCR for Arabic script. The results show that the Hybrid algorithm
performed the best and improved the OCR accuracy by reducing the errors caused by
variations in line thickness. The method can be effectively applied to different types of
Arabic text, including handwritten and printed text. Results indicate that the Hybrid
algorithm improved the OCR accuracy by reducing the errors caused by variations in line
thickness. The results also show that the Hybrid algorithm can be effectively applied to
different types of Arabic text, including handwritten and printed text.

3.1.2. Denoising

Unwanted changes in the intensity of an image that cover up the underlying image
structure are known as noise. Noise can appear in images or documents that contain text in
different ways, i.e., scanning documents, compressing files, printing documents, and noise
during text recognition in the form of errors. For scanning documents, the noise introduced
is in the form of changes to document quality, exposure, lighting, and blurring of the text.
Noise can also be introduced during file compression, as it is used to reduce the actual size
of the files, so it can add noise in the form of quality loss. Noise can also be introduced
while printing the document due to the lack of printing quality of that particular machine
or due to variations in ink or toner density or blurring.

Noise and image distortions significantly degrade OCR performance [55]. Noise
removal is necessary for every image-processing task, and filters are used to remove
unwanted variations in the image while preserving the essential details. Filters are used
according to the filter behavior [56]; for example, a Gaussian filter is used to smooth an
image by reducing high-frequency noise. A median filter works by replacing pixel values
with the median value of the neighbouring pixels to remove impulse noise.

The authors of [57] proposed a deep learning architecture based on a convolutional
neural network (CNN) for detecting and recognizing text in distorted document images of
different languages. The proposed approach combines two specialized modules for text
detection and recognition for automatically learning discriminative features for character
recognition; it achieves outstanding performance, surpassing the best competing models by
at least 13% for text detection and 7.5% for text recognition. The developed global model
demonstrates a high level of robustness and significantly outperforms all other schemes in
comprehensive benchmarks.

Denoising is also performed using morphological operations. Morphological opera-
tions process images according to their shapes; each pixel corresponds to its neighboring
pixels. Salt-and-pepper noise is a common type of noise that appears due to random
black-and-white pixels in an image, and morphological operations are used to remove
such noise. Erosion and dilation are commonly used morphological operations for denois-
ing [58]. Erosion eliminates the isolated noise pixels, and dilation fills up small, empty
holes around the image caused by noise [59]. Opening removes small noisy pixels, whereas
closing operations fill empty gaps in the image. The combination of opening and closing is
generally used to denoise the image in the preprocessing step, as shown in Figure 5.
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Input Image
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Figure 5. Opening and closing of an image.

3.1.3. Deskewing

Deskewing is the detection of rotated text in an image and computing its angle to
correct its rotation [60]. It involves text-block detection, computing the angle of the rotated
text, rotating the text, and correcting the image’s skewness.

An adaptive deskewing method for document pictures that recognizes the image type
and selects an appropriate correction technique based on image type is proposed by [61].
The text direction of the document picture is determined by the method and is used as a
parameter to pick a more appropriate projection direction. The research provides many
approaches for repairing various sorts of document photographs, as well as a layout-based
image categorization system. The results of the experiments suggest that the algorithm is
accurate and resilient, although its complexity may restrict its capacity to predict skew over
a specific threshold. A voting-based deskewing method is proposed by [62]; it chooses the
best deskewing algorithm based on the accuracy of skew correction for large digitization
projects.

The Probabilistic Hough Transformation (PHT) method for skew detection and cor-
rection in OCR systems for scanned documents is presented in [63]. The method works in
two steps: detecting lines of text and clustering them. Factors that affect OCR performance,
such as skew, blur, image distortion, and noise, are addressed in the preprocessing phase,
with skew being the main focus; an example is shown in Figure 6. The proposed method
was tested on different datasets and showed better results than other methods used by
researchers. The method calculates skew angles using the following equations:

nhieght = (nwidth ∗ h)/w (1)

where nheight represents normalized height, nwidth represents normalized width, and w and
h represent width and height, respectively.

m = (y2 − y1)/(x2 − x1)

A = arctan[(y2 − y1)/(x2 − x1)]
(2)

where m represents slope/gradient of a line, and A represents the angle of each line. The
proposed skew detection and correction method is used on different datasets and achieves
good results compared to other methods used by researchers.
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Figure 6. A skewed document (on the left) is deskewed (on the right) to achieve better OCR results.

Hough transformation (HT) is a technique to detect lines in an image and deskew the
text. The authors of [7] use the HT method for skew correction. HT creates a parameter
space (Hough space) in which each point in the space represents a possible line in the image.
By detecting lines in the image, the method can detect the skew of the text by finding the
angle at which the lines are inclined. The proposed method can detect skew angles with
an accuracy of about 97% and can correct them with an average error of about 0.8◦. The
method was evaluated through experiments on a dataset of Quran images. The method is
robust to noise, which means it can still detect and correct skew even when images have
noise present. It can also be applied to images of different quality, showing consistent
performance regardless of the image quality. The method was tested on a diverse set of
Quran images, including images with different text sizes and levels of quality, and the
results were consistent.

3.1.4. Keystone Correction

Keystone correction is used to correct slanted images. OCR algorithms work best
when the text in the image is aligned with the x-axis. However, the text may be slanted
due to how the original document was scanned or photographed. Keystone correction
involves applying mathematical transformations to the image to correct for the slant of the
text, which can be done using various algorithms, such as Hough transform or RANSAC.
Distortion is aligned at the top/bottom using vertical keystone correction and left/right
of the image with horizontal keystone correction. After capturing the image, there will
be many technical challenges with the image that make it difficult to read the text. The
morphological process and Bézier curve method resolve these challenges [64].

3.1.5. Upscaling

The process of upscaling, also known as Super Resolution, involves enhancing the
resolution of the image. Random forests can also be used to upscale images [65]. They
use the standard benchmarks for super-resolution and present the training and evaluation
accuracy. A deep learning method for upscaling binary document images using super-
resolution is the generative adversarial network (SRGAN) [66], which improves readability
and OCR performance compared to traditional interpolation methods, as per evaluation
metrics. The method involves training a CNN on low-resolution and high-resolution binary
document images to generate high-resolution images.
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3.2. Segmentation

Segmentation is an important step in OCR involving separation of an image into its
constituent parts, such as lines, words, and characters, for recognition. Three types of
segmentation techniques are mainly used, i.e., line, word, and character segmentation.
Word segmentation, specifically, is challenging in cursive languages such as Arabic due to
a lack of clear separation between characters. Traditional segmentation methods in Arabic
OCR rely on rules and heuristics based on character features, but deep learning techniques
such as convolutional and recurrent neural networks have shown promising results in
automatic segmentation. Accurate segmentation is crucial for recognition, and improving
Arabic OCR segmentation can have significant implications for document digitization,
text-to-speech conversion, and language translation.

The techniques used in [67] include image processing techniques such as thresholding
to convert the image into a binary image, morphological operations to perform operations
such as erosion and dilation on the binary image, and connected component analysis to
identify and label connected regions in the image. The authors use two databases for
evaluating the performance of the proposed method. The first database is the publicly
available RDI-Arabic dataset, which consists of 1000 images of Arabic text documents. The
second database is a new dataset created by the authors and consists of 1000 images of
Arabic text documents. The research results show that the proposed image-processing
techniques can accurately segment Arabic text documents into text lines, words, and
characters with a high degree of accuracy. The researchers use several evaluation metrics,
such as F-score, precision, and recall, to evaluate the performance of the proposed method.
The results show that the proposed method outperforms traditional methods regarding
segmentation accuracy.

Urdu language characters are the super-set of Arabic language characters, and certain
challenges are faced when performing segmentation of Urdu-like cursive languages [68].
Arabic is mainly written in Naskh, while Urdu is written in Nastaliq style. There are
some challenges in the segmentation of Urdu script, i.e., cursive nature, difficult fonts
such as Nastaliq, and letters changing their shape into different forms as required in
the word; and cue points are hard to find in the Naskh or Nastaliq style. That is why
segmentation is challenging, and character segmentation has been considered difficult in
previous research. Researchers mostly used the projection profile method for segmentation,
which can perform a vertical projection of the given text. However, in Arabic or Urdu, text
writing starts from right to left and top to bottom, so vertical and horizontal projection
is required. Analytical approaches are difficult and give the wrong character recognition
results, but explicit and implicit recognition systems also give better accuracy. At the
same time, holistic approaches are considered best by researchers for better accuracy with
the correct recognition. Furthermore, there are better approaches than segmentation-free
approaches for large vocabularies. For a reasonable accuracy rate, segmentation should
perform well using the approaches that are correct and appropriate for segmentation.

Thorat et al. [69] presented a survey to discuss the methods used by previous re-
searchers. It discussed OCR systems, tools, applications, phases, and methods. There are
two types of documents, i.e., unilingual and multilingual documents. Some OCR systems
are discussed, i.e., Google Docs OCR, Tesseract, ABBYY FineReader, Transym, and I2OCR,
which help to provide services and help to extract text from different types of documents
with different languages, whether they are unilingual or multilingual. Multilingual doc-
uments contain text from multiple languages, and the techniques used are binarization,
layout analysis, page segmentation, preprocessing, feature extraction, classification, and
recognition. Some approaches are used for the segmentation-free approach and HMM.
There are some applications where OCR systems are used to ease use and increase work
productivity in healthcare, education, banking, insurance, automatic exam paper checking,
bills and invoices, newspapers, and comics. Some phases are discussed to process the
document to get better accuracy, including image acquisition, preprocessing, segmentation,
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classification and recognition, and postprocessing. Moreover, methods used by previous
researchers are matrix matching, fuzzy logic, structural analysis, and neural networks.

3.2.1. Line Segmentation

In line segmentation, the skew-corrected image is divided into lines. Line segmentation
is an important step in OCR as it allows the separation of the image into individual lines so
that the OCR system can process them one-by-one and improve the recognition of the text
in the image. Connected component analysis, project profile, and machine learning-based
approaches can be used to perform line segmentation. Once the lines of text have been
segmented, the OCR system can process each line individually, which can improve the
accuracy of the character recognition process.

A method for line segmentation of printed Arabic text with diacritics using a divide-
and-conquer algorithm is presented in [70]. It breaks the image of printed text into smaller
blocks, applies image processing techniques to extract the text lines, and then applies a
set of heuristic rules to remove false positives and adjust the segments as necessary. It
uses image processing techniques such as thresholding, morphological operations, and
connected component analysis. The research results show that the proposed method can
accurately segment printed Arabic text with diacritics into text lines with a high degree
of accuracy. The research uses several evaluation metrics such as F-score, precision, recall,
and F-Measure to evaluate the performance of the proposed method.

Brodic et al. [71,72] proposed a basic standardized test framework for evaluating the
quality of text line segmentation algorithms in OCR systems for accurate handwritten text
recognition. Their proposed framework includes experiments for measuring the accuracy
of text line segmentation, skew rate, and reference text line evaluation.

3.2.2. Word segmentation

After line segmentation, each word from the line is segmented by dividing the line
of the text into individual words. Several techniques are used for word segmentation,
i.e., the Spacing method involves using the spaces between words to segment the text
into words. The dictionary-based method uses a dictionary of words to match against the
text and segments the text into words based on the matches. Character-based methods
use a combination of known character patterns, such as word breaks and punctuation,
to segment the text into words. Deep-learning approaches use supervised learning on
annotated datasets to learn the complex relationships between adjacent characters in order
to infer word boundaries [73,74].

The authors of [75] present word segmentation in Arabic handwritten images using
a convolutional recurrent neural network (CRNN) architecture. The authors employ a
sliding-window approach for word segmentation, where each window is classified as either
a word or non-word using a support vector machine (SVM) classifier. The experimental
results show that the proposed CRNN architecture achieves state-of-the-art performance
in Arabic handwriting word recognition, with an accuracy of 86.95% on the IFN/ENIT
dataset.

Patil et al. [76] propose a semantic segmentation approach for images containing mixed
text to segment the image into different regions based on their content. The segmented
regions are then processed using different OCR methods that are specifically tailored to the
type of text in each region.

3.2.3. Character Segmentation

Character-level segmentation is a technique used to segment an image of a single
word into individual letters and characters. It is an optional step depending on the context
of the OCR system that is being used. It may be unnecessary if the text has separate letters
within a word, as the letters and characters can be segmented in the previous step using a
threshold. However, character-level segmentation must be performed if the text has cursive
handwriting or a nature where letters are joined.
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A method for recognizing and transcribing text from a visual Arabic scripting news
ticker from a broadcast stream is presented in [77]. The technique used in this research
includes image processing techniques such as thresholding, morphological operations, and
connected component analysis to segment the text from the background. It uses machine
learning algorithms such as CNNs and long short-term memory (LSTM) to transcribe
text. The research results show that the proposed method can accurately recognize and
transcribe text from a visual Arabic scripting news ticker from a broadcast stream. The
research uses several evaluation metrics, such as character error rate (CER) and word error
rate (WER), to evaluate the performance of the proposed method. The results show that
the proposed method outperforms traditional methods in recognition accuracy, achieving a
lower CER and WER than traditional methods on the dataset used in the research.

Alginahi [78] discusses Arabic character segmentation approaches, including tradi-
tional methods such as vertical and horizontal projection, contour tracing and thinning,
template matching, neural networks and HMM, holistic approaches and segmentation-free
approaches, projection profile, baseline, contour tracing, graph theory, and morphology.
The paper also discusses the challenges and limitations of each approach and suggests areas
for future research. It also discusses the benefits and problems with character segmentation,
especially in Arabic; problems are due to its cursive nature and the different shapes of each
character depending on the word’s appearance. Problems also occur because of datasets.
Therefore, the Arabic Language Technology Center (ALTEC) have provided limited free
access to a reliable dataset.

A method for segmenting characters, letters, and digits from Arabic handwritten
document images using a hybrid approach is presented in [79]. The method uses image
processing techniques, such as thresholding, morphological operations, and connected
component analysis, to segment the text from the background and to separate the characters.
In addition, machine learning algorithms, including k-means clustering and a Random
Forest Classifier, are used to classify the segments into individual characters. The research
demonstrates that the proposed method can accurately segment characters from Arabic
handwritten document images with a high degree of accuracy. The method outperforms
traditional methods regarding segmentation accuracy, as evidenced by several evaluation
metrics, including F-score, precision, and recall. The proposed method achieves a higher
F-score, precision, and recall than traditional methods on the dataset used in the research.

Morphological operators are also used for segmenting Arabic handwritten words [80].
The process involves using morphological operations, such as erosion and dilation, to
extract the text from the background and segment the words. The technique used in
this research is based on morphological operators, which perform operations such as
erosion and dilation on binary images, to extract the text and separate the words. The
method also uses image processing techniques, such as thresholding, to convert the image
into a binary image and connected component analysis to identify and label connected
regions corresponding to words. The research results show that the proposed method
can accurately segment Arabic handwritten words with a high degree of accuracy. The
research used several evaluation metrics, such as F-score, precision, and recall, to evaluate
the performance of the proposed method. The results show that the proposed method
outperforms traditional methods in terms of segmentation accuracy.

Some previous works have proposed segmentation-free approaches for Arabic and
Urdu OCR, but they do not produce accurate results on clean text. The authors of [18]
apply a machine learning model on clean Urdu and Arabic datasets, producing 91% and
86% accuracy on clean UPTI datasets. The authors of [34] review current approaches
and challenges unique to Urdu OCR and suggest that future research should focus on
developing more-sophisticated algorithms, improving training data, and addressing the
unique challenges of the Urdu script. They also propose that integrating Urdu OCR with
other technologies, such as machine learning and computer vision, would provide new
opportunities for research in the field.
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Handwritten digit recognition is discussed in [81]. It has various applications and
is used in different fields such as postal mail sorting, bank check numbering, amount
processing, and number entries of various forms such as taxes, insurance, and utility bills.
There are handwritten images of 10 digits in the dataset from 0 to 9, and this dataset is taken
from MNIST, which contains 60,000 and 10,000 images for training and testing purposes,
respectively. Then, some phases and approaches are used to process the images to train
and test the model, which helps to get better accuracy and gives a maximum recognition
rate. Discussed phases and approaches are preprocessing and feature extraction, and then
classification is used. In classification, machine learning approaches, i.e., Decision Tree,
Support Vector Machine (SVM), and Artificial Neural Network (ANN), are used. The deep
learning approach implements a Visual Geometry Group model with 16 layers (VGG16
model); this model is used for deep-learning image-classification problems. By using the
proposed techniques, we get better recognition and a high accuracy rate; i.e., in decision
tree 86%, SVM 91%, ANN 97%, and CNN 98.84% accuracy is achieved.

3.3. Recognition

Recognition, also called classification in some previous works, is the process of identi-
fying and assigning a specific character or set of characters to a given input image. After
preprocessing and segmentation, the OCR system compares the extracted features of each
character or group of characters with a set of predefined templates or models. The OCR
system creates these templates during a training phase, where a large dataset of sample
images is used to teach the system how to recognize each character.

The classification/recognition process can involve several algorithms, including tem-
plate matching, neural networks, and support vector machines. Template matching in-
volves comparing the features of each character to predefined templates and selecting the
template with the closest match to the recognized character. Neural networks and support
vector machines use machine learning algorithms to learn and classify patterns in the data
and can often achieve higher accuracy than template matching.

A survey of feature extraction and classification techniques is presented in [82]. The
techniques include digitization, preprocessing, segmentation, feature extraction, and post-
processing. Statistical, structural, template matching, artificial neural network, and kernel
classification methods are also discussed.

An efficient feature-descriptor selection for improved Arabic handwritten word recog-
nition is presented in [83]. The approach uses three image features, Histogram Oriented
Gradient (HOG), Gabor Filter (GF), and Local Binary Pattern (LBP), for feature extraction,
and trains a kNN algorithm to build models. The best model achieved an accuracy of
99.88%. A publicly available IFN/ENIT Arabic dataset is also introduced. The researcher
use the global approach in the research, which is considered successful and in many cases
is used more than the analytical approach.

Various methods and techniques are used in multilingual OCR [84], including pre-
processing, binarization, segmentation, feature extraction, and recognition. Segmentation
uses three different approaches, i.e., top-down, bottom-up, and hybrid approach, including
page, line, and word/character level. The research also explores the challenges to and
limitations of current multilingual OCR systems, such as dealing with different scripts and
languages and the need for large amounts of annotated training data. The paper highlights
the importance of multilingual OCR for applications such as digital libraries, document
archiving, and machine translation. Overall, the paper provides a comprehensive overview
of the current state of multilingual OCR research and its potential applications. The paper
highlights the importance of multilingual OCR for various applications such as digital
libraries, document archiving, and machine translation.The authors of [85] discuss the
ongoing design of a tool for automatically extracting knowledge and cataloging documents
in Arabic, Persian, and Azerbaijani using OCR, text processing, and information-extraction
techniques.
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A method using a combination of CNN and RNN for recognizing Arabic text in
natural scene images is presented in [86]. The method utilizes an attention mechanism
to focus on the most relevant parts of the image and improve text recognition accuracy.
Two datasets are used in this research for training purposes, i.e., ACTIV and ALIF. ACTIV
contains 21520 images of text lines, while ALIF contains 6532 images of text lines; both
datasets are extracted from different news channels. Testing is done on the Arabic natural
scene text dataset (ANST) the authors created. The proposed method is evaluated on this
dataset, which shows that it outperformed the state-of-the-art methods for Arabic text
recognition in natural scene images with an accuracy of 92.4%. The model uses CNN to
extract features from the image and RNN to process the features and generate the text
recognition output. At the same time, the attention mechanism improves the accuracy of
recognition (https://tc11.cvc.uab.es/datasets/type/11, accessed on 18 March 2023).

Language detection, document categorization, and region of interest (RoI) identifica-
tion with KERAS and TensorFlow are used to perform manuscript analysis and recognition
in OCR systems [87]. The RoI includes tables, titles, paragraphs, figures, and lists. The
deep-learning-trained model uses bounding-box regression to identify the target and serves
as a reference point for object detection. The system integrates the fast gradient sign method
(FGSM) and uses deep learning to recognize multilingual systems. It also investigates page
segmentation methods to enhance accuracy. The system performs well against adversarial
attacks on Arabic manuscripts and achieves an accuracy of 99%. It uses Hierarchical Ag-
glomerate Clustering (HAC) to group objects in clusters based on similarity/relation. The
research aims to improve preprocessing and identify parameters to enhance the accuracy
of page segmentation methods.

A survey of various methods and techniques used for recognizing text in natural
images and videos is presented in [88]. The authors discuss various challenges and propose
approaches for recognizing text in the wild due to font, color, and background variations.
The paper covers traditional methods as well as more-recent methods based on deep
learning, such as CNN and RNN. The authors also discuss evaluation metrics and datasets
used for text recognition in the wild. Overall, the paper provides an overview of the state-
of-the-art in text recognition in the wild and highlights areas that need further research.
Additionally, the authors provide a comprehensive review of publicly available resources on
their Github repository (https://github.com/HCIILAB/Scene-Text-Recognition, accessed
on 22 March 2023).

Bouchakour et al. [89] use the CNN classifier for printed Arabic OCR using a combina-
tion of texture, shape, and statistical features. Evaluation of the proposed method achieves
an accuracy of 97.23%, which shows the effectiveness of combining image features with a
CNN classifier. Similarly, the authors of [90] conduct experiments to analyze the impact of
different hyper-parameters and network architectures on the performance of a CNN model
for OCR of handwritten digits.

The authors of [91] survey OCR methodologies for Urdu fonts, such as Nastaliq and
Naskh, and other similar languages having Urdu-like scripts, such as Arabic, Pashtu, and
Sindhi. Moreover, the main focus of this survey is to compare all of the phases involved
in OCR, i.e., Image Acquisition, Preprocessing, Segmentation, Feature Extraction, Classi-
fication, and Recognition. The Urdu Printed Text Images (UPTI) dataset is divided into
training, testing, and validation. It contains about 10,000 text images; so for implementation,
multidimensional LSTM-RNN is used, and it achieves an accuracy of 98%. Many stages
in the phases make the OCR system better, and it is important to follow all of the stages
to make a perfect system, as shown in Figure 7. In the past, researchers used multiple
datasets and found a specific output such as character recognition or ligatures recognition
and achieved good accuracy.

https://tc11.cvc.uab.es/datasets/type/11
https://github.com/HCIILAB/Scene-Text-Recognition
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Figure 7. Processes and techniques in each phase of the OCR system.

An artificial neural network (ANN) classifier to identify the characters in a text is
presented in [92]. The dataset is generated from different documents with different qualities
of the result. A preprocessing step is used to eliminate noise; then, the segmentation phase is
done using multiple steps, i.e., line, word, and character segmentation. A feature-extraction
step for the character’s image is performed to obtain features for all the pixels. The
authors trained the ANN classifier on a dataset of printed Arabic text and then evaluated
its performance on a separate test set. The results show that the system can accurately
recognize the characters in the test set with high recognition rates. A KERAS model is
used with a three-layer ANN classifier for character classification. Noise density and
multi-spatial resolution matrices are used for evaluation, showing a fast, efficient, high-
performance OCR system.

Mittal and Garg [93] review the various techniques used for text extraction from
images and documents using OCR; they also discuss the challenges and limitations of text
extraction. Reviewed papers are grouped on the basis of the types of OCR techniques that
are used. The authors found that the most-used OCR techniques are based on machine
learning, specifically deep learning. They also found that the OCR techniques that use
multiple-recognition engines and preprocessing techniques perform better than single-
recognition-engine-based techniques.

Deep learning models such as CNN, RNN, and attention-based models are discussed
in [94]. The paper discusses the performance of models on different Arabic handwritten
datasets, and these models show much-improved character recognition rate, word recogni-
tion rate, and overall recognition rate. The researchers also discussed challenges dealing
with different handwriting styles and sizes.

The authors of [95] present a method for recognizing Arabic handwritten characters
using different Holistic techniques, CNN, and deep learning models. At the same time,
all of the techniques are well reviewed in this research, i.e., preprocessing, segmentation,
feature extraction, recognition, and postprocessing. The authors found that using these
models and techniques properly improves the recognition rate of the system by a significant
margin.

In [96], automatically extracting and processing text from images is discussed. The
challenges that may arise in OCR stages are also explored, as well as the general phases
of an OCR system, including preprocessing, segmentation, normalization, feature extrac-
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tion, classification, and postprocessing. Additionally, the paper highlights OCR’s main
applications and provides a review of the state-of-the-art at the time of its publication.

The approaches to processing text from documents are reviewed in [97]. In this review,
text detection and text transcription are discussed. Text detection is a task whereby a
process detects or finds text in a document or image. It is a difficult task but can be detected
easily by box bounding and text detection as object detection. Text detection as object
detection is challenging but is solved using computer vision tasks such as single-shot
multi-box detectors and fast R-CNN models. Meanwhile, in text transcription, the text
is extracted in editable form from the document or image of interest. Document layout
analysis is the dominant part of selecting the region of interest. Then, the authors identify
some datasets used in past research: ICDAR, Total-Text, CYW1500, SynthText, and the
updated dataset FUNSD.

3.4. Postprocessing

Postprocessing is the final step in the OCR process; it involves improving the accuracy
and quality of the recognized text. Postprocessing techniques can include various meth-
ods, such as spell checking, contextual analysis, confidence scoring, and language-model
integration. Spell checking involves comparing the recognized text against a dictionary of
words to identify and correct spelling errors. Contextual analysis analyses the recognized
text within the context of the surrounding text to identify and correct errors that may be
caused by confusion with other words. Confidence scoring assigns a confidence score to
each recognized character based on the certainty of the OCR system’s recognition, and
characters with lower confidence scores are flagged for review or correction. The language
model is also used to analyze the recognized text in the language context. Postprocessing
significantly improves the accuracy and quality of the recognized text.

An overview of the different postprocessing techniques developed and applied to OCR
output, including methods for correction of errors, text enhancement, and text restoration,
is discussed in [98]. Various methods are used in postprocessing, including spell checking,
grammar checking, lexicon-based correction, machine learning, and deep-learning-based
approaches. The paper also discusses using different types of features, such as character-
level, word-level, and document-level features, as well as preprocessing techniques, such
as segmentation and normalization.

Several approaches have been used in the postprocessing of OCR output to improve
the accuracy and completeness of the recognized text:

• Spell checking: checks the spelling of the recognized text and corrects any errors by
comparing it to a dictionary [99].

• Grammar checking: checks the grammar of the recognized text and corrects any errors
by comparing it to a set of grammar rules.

• Lexicon-based correction: uses a lexicon (a list of words and their possible variations)
to correct errors in the recognized text by comparing it to the lexicon and suggesting
alternative words where there are errors.

• Machine-learning-based approaches: uses machine learning algorithms, such as de-
cision trees, random forests, and support vector machines, to correct errors in the
recognized text.

• Deep-learning-based approaches: uses deep learning algorithms, such as CNNs and
RNNs, to correct errors in the recognized text.

• Text enhancement: includes techniques to improve the recognized text’s visibility,
legibility, and readability, such as binarization, deskewing and smoothing of text.

• Text restoration: includes techniques to recover missing or degraded text, such as text
in-painting, completion, and restoration.

The authors of [98] also present the results of various experiments and evaluations
conducted to assess the performance of postprocessing techniques. These include com-
parisons of different methods and systems, evaluations of the effects of different types of
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features and preprocessing techniques, and evaluations of the performance of systems on
different types of OCR output and languages.

Doush et al. [100] present a word-context and rule-based technique for OCR postpro-
cessing. OCR is used to obtain text from scanned documents, and the output text is not
always 100% accurate. Thus, after obtaining the text, postprocessing step is required to
recognize and minimize the errors. The presented research is about printed documents,
it lies in an offline OCR system. Cursive nature also causes problems in this step because
characters in Arabic are connected, and there are other additional things such as diacritics
and different shapes of each character in different words. These things bring more complica-
tions to this step. A very small amount of work has been done on the Arabic postprocessing
technique because it shows a very high character and word error rate after recognition.
Therefore, it is a less attractive side for researchers. In the proposed research, an Arabic text
database is prepared, available in three formats, i.e., HTML, PDF, and scanned-document
images. The database has 4581 files, and there are about 8994 scanned images. Thus, from
the database, 1000 images are used for training by the rule-based method, which reduces
the word error rate.

Bassil and Alwani propose an algorithm using Google’s online spelling sugges-
tions [101], which helps to improve the accuracy and suggest what should come after
each character to make a meaningful word according to the sentence. All of the suggestions
given by Google’s spelling suggestion algorithm are based on N-gram probability. The
authors hybridize this method to make the proposed postprocessing technique. Therefore,
the proposed hybrid postprocessing system starts with the generated OCR file (token). The
language model checks each token, and if the language model does not find this token, then
the error model takes this token and suggests the correct word. This token/word again
goes into the language model in an attempt to find matches for the token. If it matches,
then the model moves to the next word; otherwise, the error model again suggests the new
token provided by Google’s spelling suggestion algorithm, as shown in Figure 8.
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Figure 8. Hybrid postprocessing technique based on Google’s spelling suggestion algorithm.

The authors of [102] present a corpus-based technique for improving the performance
of an Arabic OCR system. The method involves using a large corpus of texts in Arabic
to train the OCR system and improve its recognition accuracy. The corpus of texts is
preprocessed to ensure that it is suitable for OCR training, and then it is used to train the
OCR system. The performance of the OCR system is then evaluated using a set of test
images, and the recognition accuracy is compared to that of traditional methods. The study
also shows that using a larger corpus of texts leads to better performance of the OCR system.
This phase helps to provide better recognition or reduce the word error rate and character
error rate. The collection of a large corpus of texts in Arabic is used to train the OCR system
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and then preprocess the corpus to ensure that it is suitable for OCR training. The OCR
system is trained using the preprocessed corpus, and the OCR system’s performance is
evaluated using a set of test images. The research shows that the corpus-based technique
improves the recognition accuracy of the OCR system by a significant margin compared
to traditional methods. It also shows that using a larger corpus of texts leads to better
performance of the OCR system.

3.5. Evaluation

Evaluation measures the accuracy and quality of the recognized text output. OCR
evaluation typically involves comparing the recognized text to the original input image or
document and calculating various performance metrics to assess the quality of the OCR
output. Some common metrics used in OCR evaluation include character error rate (CER),
word error rate (WER), recall, precision, and F1 score. OCR evaluation can be performed
using various methods depending on the goal of the application, such as manual inspection,
crowdsourcing, or automated evaluation software. Evaluation is an important step in OCR
development and deployment, as it allows developers and users to assess the accuracy and
quality of the OCR output and make improvements or adjustments to the OCR system
as needed.

An Arabic OCR evaluation tool is discussed in [103]. The Arabic language is difficult
to recognize due to its characters’/alphabets’ behavior in different words. Arabic OCR’s
accuracy could be higher because of improper evaluation of performance metrics. Different
tools and software have been introduced to help find the performance and accuracy of
the applied algorithms. The introduced software is built specially to check Arabic OCR; it
checks the performance based on objectives, i.e., accuracy and evaluation metrics. These
tools briefly describe the text in characters with or without dots, baseline, and diacritics
and the class in which the text lies. These tools include Tesseract, easy OCR, Paddle-Paddle
OCR, and PyMuPdf. Recognition rate (RR), character error rate (CER), and word error rate
(WER) are the evaluation measures used by these programs to evaluate OCR output.

Kiessling et al. [104] discuss various open-source tools for Arabic OCR systems con-
taining Tesseract (https://github.com/tesseract-ocr/tesseract, accessed on 24 February
2023), OCRad (https://www.gnu.org/software/ocrad/, accessed on 24 February 2023),
and GOCR (https://jocr.sourceforge.net/, accessed on 24 February 2023). These tools are
evaluated using an Arabic dataset, and Tesseract gives better recognition results. However,
it is slower than other evaluated tools. These tools give better accuracy for high-resolution
documents, and the accuracy gets worse as the quality of documents decreases.

The authors of [105] provide an overview of existing tools and metrics used to evaluate
the OCR system in previous research. Their paper covers traditional evaluation techniques
and discusses their pros and cons. It also discusses evaluation metrics such as character
error rate, word error rate, and recognition rate. The detailed review also discusses the
many challenges involved in evaluating the performance of the OCR system.

The performances of generative and discriminative recognition models for offline
Arabic handwritten recognition are compared using generatively trained hidden Markov
modeling (HMM), discriminatively trained conditional random fields (CRF), and dis-
criminatively trained hidden-state CRF (HCRF) in [106]. The study presents recognition
outcomes for words and letters and assesses the efficiency of all three strategies using the
Arabic IFN/ENIT dataset.

Singh et al. [107] discussed offline handwritten word recognition in Devanagari. A
holistic-based approach is used in this approach, wherein a word is considered a single
entity, and the approach processes it further for extraction and recognition. A class of
50 words recognizes every word based on a feature vector set, uniform zoning, diagonal,
centroid, and feature-based. The proposed system uses gradient-boosted algorithms to
enhance the performance; furthermore, some other classifiers are used for this purpose, i.e.,
kNN and Random Forest Classifier. Thus, the overall achieved accuracy is 94.53%. The
authors generate the dataset during the implementation, which is available on request. The

https://github.com/tesseract-ocr/tesseract
https://www.gnu.org/software/ocrad/
https://jocr.sourceforge.net/
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paper also provided some information on previous research in this area, where researchers
used Hidden Markov Model, Support Vector Machine, and Multi-Layer perceptron classi-
fiers. The authors also highlighted the importance of the availability of quality datasets for
the improved performance of OCR techniques.

The impact of OCR quality on the accuracy of short text classification tasks is presented
in [108]. A multi-class classification of short text is introduced. For this, the authors propose
a dataset of beauty product images that contains 27,500 entries of labeled brand data
and generate results based on targeting specific brands. The authors also show that
preprocessing techniques such as text normalization and noise reduction can improve the
performance of the classification model on low-quality OCR text.

In addition to papers improving specific processes involved in OCR, some previous
papers present a combination of various OCR techniques for overall improved process
accuracy. OCR4all [109] is an open-source OCR software that combines state-of-the-art OCR
components and continuous model training into a comprehensive workflow for processing
historical printings and provides a user-friendly GUI and extensive configuration capabili-
ties. The software outperforms commercial tools on moderate layouts. It achieves excellent
character error rates (CER) on very complex early printed books, making it a valuable tool
for non-technical users and providing an architecture allowing easy integration of newly
developed tools.

3.6. Summary of Presented Techniques

This survey aims to provide a comprehensive literature review of the various tech-
niques involved in Arabic OCR and to provide valuable insights into the current state-of-
the-art in Arabic OCR. To achieve this goal, we analyzed a range of research papers and
articles that focused on different Arabic OCR techniques and methods. Our findings are
summarized in Table 5, which presents a concise overview of the methods employed in the
reviewed papers. The table outlines the different OCR techniques, including preprocessing,
segmentation, recognition, and postprocessing, along with their performance evaluations
in terms of accuracy using various types of printed, scanned, and handwritten datasets.
This survey is useful for researchers and practitioners who are interested in Arabic OCR
systems. By comparing and contrasting the different techniques in the complete pipeline of
the Arabic OCR, they can choose the most appropriate one for their specific task. To further
aid researchers and practitioners, Table 6 presents various methods commonly employed
in OCR systems and their respective advantages and disadvantages.

Table 5. A brief tabular outline of the described papers with the proposed OCR techniques and their
performance evaluations.

OCR Tasks
OCR Techniques Preprocessing Segmentation Recognition Postprocessing Evaluation Accuracy

Ahmad et al. [63] X X X 99.3% (Scanned)
Bafjaish et al. [7] X X X 90% (Scanned)
Karthick et al. [59] X X X X 87.4% (Handwritten), 90% (Scanned)
Abdo et al. [67] X X X X 94.1% (Printed)
Qaroush et al. [70] X X X 11% (Segmentation)
Tayyab et al. [77] X X X X 98.36% (Scanned)
Alginahi [78] X X 93.65% (Handwritten), 86.14% (Scanned)
Verma and Ali [82] X X No Recognition
Hamida et al. [83] X X X 99.88% (Handwritten)
Butt et al. [86] X X X 87% (Scanned)
Nguyen et al. [98] X X No Recognition
Doush et al. [100] X X No Recognition
Neudecker et al. [105] X No Recognition
Vitman et al. [108] X X X 83.5% (High-quality), 58.4%(Low-quality)
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Table 6. Pros and cons of various recognition methods for Arabic OCR.

Method Pros Cons

Template matching Simple and easy to implement Limited accuracy, sensitive to noise and variations in text
Deep learning High accuracy, can handle variations in text Requires large amounts of training data, computationally

expensive
kNN For small datasets, takes less training time and make

predictions quickly
Sensitive to noisy or irrelevant features

RNN For processing large sequential data and can learn term
dependencies

Computationally expensive and sensitive to overfitting

Hough Transformation Robust to noise and can detect lines and circles at any
orientation

Computationally expensive when dealing with large im-
ages

Histogram Oriented Gradi-
ent

Extracts features such as edge orientation and texture,
and is computed quickly

Ineffective at detecting finer details and is sensitive to
variations in lighting and contrast

Hidden Markov Model Models complex patterns and can be trained on
large/sequential datasets

Computationally expensive to train and sensitive to
model parameters

Profile Projection Extracts features from images, such as character width
and spacing

Sensitive to variations in lighting and contrast.

Random Forest Relatively easy to train and can handle noisy or missing
data

Does not perform well on highly imbalanced or sparse
datasets

SVM Used for classification tasks and can handle high-
dimensional data

Computationally expensive non-linear kernels require
hyperparameter tuning

Hybrid approaches Combines the strengths of multiple methods More complex and difficult to implement

4. Discussion and Conclusions

We surveyed that researchers use multiple approaches and datasets to get better recog-
nition rates. The literature review suggests that a proper process needs to be followed,
which includes preprocessing, segmentation (text-area detection and line, word, and char-
acter segmentation), recognition, and postprocessing. We discussed the pros and cons of
each technique discussed in this survey. For example, segmentation-based approaches
give better results than segmentation-free approaches, and vertical/horizontal projection
produces good results for word and character segmentation. However, OCR results depend
upon a good dataset as well. Some datasets are available for the Arabic OCR, but only a
few are publicly available. Postprocessing and dataset availability require more attention
from researchers. For postprocessing, if Google spelling checker-like algorithms are imple-
mented and improved, then this stage can perform very well, enhancing the overall result
of the OCR system. We need a publicly available dataset with an extensive vocabulary of
printed and handwritten text (characters and words) for the dataset.

In conclusion, we presented a survey of the state-of-the-art Arabic OCR, which has
come a long way in recent years, with several approaches and techniques developed
to improve its accuracy and performance. However, many challenges still need to be
addressed, including dealing with the variability and complexity of the Arabic script and
the large number of dialects and variations in the language. Despite these challenges, the
potential benefits of Arabic OCR are clear, and researchers and developers are working hard
to continue to improve and refine the technology. We will likely see even more accurate
and reliable Arabic OCR systems with continued research and development.
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